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Abstract—In physical signature authentication schemes, a candidate signature presented for authentication is compared to a previous signature measurement. Uniqueness of a signature is a result of a random physical process underlying the signature formation. In this correspondence, we model signatures as realizations of random processes with known statistics. Rate functions for the false alarm and miss probabilities are determined. The case where the candidate signature and previous signature measurement are zero-mean, stationary, and Gaussian is covered in detail, yielding quantitative measures of performance for system design. The binary case is also discussed.
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I. INTRODUCTION

Random physical processes may be used as sources of signatures for use in authentication. These signatures often arise from sensing realizations of the random configuration of physical particles. The motivating example signature for this correspondence arises from fixing micro-magnetic particles to a substrate using a binding agent [8]. Related examples include recognition based on biometrics [13]–[15], the distribution of trees or other objects in natural scenes, wood grains, and many other realizations of random media and scenes. In each of these cases, the realization (signature) arises from an underlying random physical process.

Loosely speaking, the authentication problem is to determine whether two measurements (a candidate signature and a previous signature measurement) come from the same realization or independent realizations of the physical process. The problem is stated as a hypothesis-testing problem, where under one hypothesis there is a joint distribution of the two measurements and under the null hypothesis the two measurements are independent. In the derivation, we assume that the probability distribution functions for the physical random processes are known. This is a rather stringent requirement for many applications. In fingerprint and other biometric analyses (including face recognition, retinal scans, and hand scans) [13]–[15], the true distribution for the random physical processes is not known. Finding a good model for those processes may be the most challenging part in order to apply the analysis here. In other applications, there may be a good model for the random physical process. For example, with randomly placed objects with random sizes or orientations, a Poisson process may describe the locations, and distributions for the sizes or orientations may be estimated from data.

When the distributions are not known, then nonparametric techniques may be used. In current implementations of systems for authentication of magnetic media, only the correlation coefficient is computed [8]. Suppose that a signature measurement is a realization of a real-valued random process \( \{X_k\} \). This is typically collected under controlled conditions and stored for authentication purposes. Suppose that a candidate signature, a realization of a real-valued random process \( \{Y_k\} \), is presented and claimed to correspond to a realization of the process \( \{X_k\} \). In the absence of a model for the data, if realizations of \( n \) consecutive measurements of the processes \( \{X_k\} \) and \( \{Y_k\} \) are available, the correlation coefficient may be computed as

\[
\rho = \frac{\sum_{k=0}^{n} (X_k - \bar{X})(Y_k - \bar{Y})}{\left[\sum_{k=0}^{n} (X_k - \bar{X})^2 \sum_{k=0}^{n} (Y_k - \bar{Y})^2\right]^{1/2}}
\]

(1)

where \( \bar{X} \) and \( \bar{Y} \) are the sample means obtained using the \( n \) samples from the processes \( \{X_k\} \) and \( \{Y_k\} \), respectively. Typically, \( \rho \) is compared to a threshold. While good performance is observed empirically, the error rates are generally unknown.

In contrast to this nonparametric approach, we examine performance of an authentication system using the optimal test statistic, the information density. The error-rate functions are determined in terms of the distribution tilted between the joint and the independent distributions. The two extreme cases are of interest. Invoking Stein’s lemma, the error rate for the case of a fixed probability of false alarm is the sup-relative entropy rate function between the product and the joint distributions. The complementary error rate function for the fixed probability of detection case is the sup-information rate function. By computing the optimal performance for known distributions, the results in this correspondence, particularly the Gaussian results, provide bounds on the performance and guidelines for system design.

We consider the stationary Gaussian case and a binary case. For the Gaussian case, the power spectra of the random processes determine the performance, but only through a ratio of the signal spectrum to the signal-plus-noise spectrum. The Toeplitz distribution theorem is invoked at several points in the analysis. The rate functions are plotted for an example with low-pass random processes observed in white noise. More detailed proofs are relegated to appendixes. In the binary case, the components of vectors are assumed to be independent and identically distributed (i.i.d.). Closed-form expressions for the rate functions and their plots are obtained.

II. GENERAL RESULTS

Suppose that there are two standard alphabet random processes \( \{X_k\} \) and \( \{Y_k\} \). Assume that a candidate signature presented for authentication is a realization of the process \( \{Y_k\} \) and the previous signature measurement is a realization of the process \( \{X_k\} \). Under hypothesis \( H_1 \), the two realizations involve a common underlying physical process, and hence the processes \( \{X_k\} \) and \( \{Y_k\} \) have a joint distribution function \( P_{X,Y} \). Under hypothesis \( H_0 \), the two processes are independent with distributions \( P_X \) and \( P_Y \) that equal the marginals of \( P_{X,Y} \). Some general results are obtained in this section without specifying exactly how the underlying random physical process is related to the candidate signature and the previous signature measurement. Specific examples are presented in later sections. Denote the distribution functions on the first \( n \) samples by \( P_{X_1 \cdots X_n}, P_{X_1}, \) and \( P_{Y_1 \cdots Y_n}. \) The notation follows Gray [3]. In particular, \( X^n = (X_1, X_2, \ldots, X_n). \)
**Assumption 1:** The pair random process \( \{(X_n, Y_n)\} \) is stationary and ergodic under both \( P_{X \times Y} \) and \( P_{X, \cdot} \times P_Y \). For each \( n \), \( P_{X \times Y} \) and \( P_{X, \cdot} \times P_Y \) are mutually absolutely continuous.

The optimal test statistic is given by the log-likelihood ratio, which in this case is the information density

\[
i_n(X^n, Y^n) = \frac{1}{n} \log \frac{dP_{X \times Y \mid^n}}{dP_X \times P_Y^n}.
\]

**Definition 1:** A stationary process \( \{X_n\} \) is said to have the finite-gap information property if there exists an integer \( K \) such that

\[
I(X_{K+1}; X^{-K} | X^K) < \infty
\]

where \( X^n = (X_0, X_1, X_2, \ldots) \). \cite{Gray, p. 145}.

**Theorem 1:** Let the random processes \( \{X_n\} \) and \( \{Y_n\} \) each have the finite-gap information property, and let Assumption 1 hold. Then, under hypothesis \( H_1 \), the information density converges to the sup-information rate

\[
\lim_{n \to \infty} i_n(X^n, Y^n) = \bar{T}(X; Y), \quad \text{a.e. } P_{X \times Y}
\]

where

\[
\bar{T}(X; Y) = \lim_{n \to \infty} \sup_{E_i} E^1_n \left\{ \frac{1}{n} \log \frac{dP_{X \times Y \mid^n}}{dP_X \times P_Y^n} \right\}
\]

and where \( E_i \) is expectation under the joint distribution of \( H_1 \).

For the proof, see Gray [3, pp. 178–179]. A similar theorem applies to convergence under hypothesis \( H_0 \), but additional assumptions must be made.

**Assumption 2:** Let \( P_{X \times Y}^{(K)} \) denote the \( K \)th-order Markov approximation to \( P_{X \times Y} \). For all \( n \), assume

\[
P_{X \times Y} \Rightarrow P_{X \times Y}^{(K)} \Rightarrow P_{X} \times P_{Y}.
\]

Additionally, assume that there is some \( K_0 \) such that for all \( K \geq K_0 \)

\[
\lim_{n \to \infty} \frac{1}{n} \log \frac{dP_{X \times Y}^{(K)}}{dP_{X \times Y}^{(K_0)}} = \eta^{(K)} \quad \text{a.e. } P_X \times P_Y
\]

and

\[
\lim_{K \to \infty} \eta^{(K)} = 0
\]

where

\[
\eta^{(K)} = \lim_{n \to \infty} \frac{1}{n} \ln \frac{dP_{X \times Y}^{(K)}}{dP_{X \times Y}^{(K_0)}}.
\]

**Theorem 2:** Under Assumptions 1 and 2, the information density converges to the negative sup-relative entropy rate between the product and the joint distributions under hypothesis \( H_0 \)

\[
\lim_{n \to \infty} i_n(X^n, Y^n) = -\overline{D}(P_X \times P_Y, P_{X \times Y}), \quad \text{a.e. } P_X \times P_Y
\]

where

\[
\overline{D}(P_X \times P_Y, P_{X \times Y}) = \lim_{n \to \infty} \sup_{E_0} E_0^1 \left\{ \frac{1}{n} \log \frac{dP_{X \times Y} \mid^n}{dP_X \times P_Y^n} \right\}
\]

and \( E_0 \) is expectation under the product distribution of \( H_0 \).

The proof of the theorem is a modification of a proof from Gray \cite[pp. 165–167]{Gray}, and is given in Appendix A. The idea behind the proof is that the finite-gap property and absolute continuity between the measures ensure that the limit is finite. A sequence of \( K \)th-order Markov processes is used to approximate the joint distribution. The ergodicity of the processes then gives convergence.

These two theorems describe conditions under which the log-likelihood ratio converges to its expected value under either hypothesis with probability one. Under stronger conditions, the rate of convergence is exponential under either hypothesis, with exponent determined by a rate function. We adopt a large-deviations approach, and obtain the rate functions under either hypothesis from the Gartner–Ellis theorem.

Let the rate functions for \( n i_n(X^n, Y^n) \) under \( H_0 \) and \( H_1 \) be \( I_0(t) \) and \( I_1(t) \), respectively. These rate functions are convex functions that attain their minima at the expected values under the two hypotheses, which are given in the two previous theorems as \( -\overline{D}(P_X \times P_Y, P_{X \times Y}) \) and \( \overline{D}(X; Y) \), respectively.

For the large-deviations results, we follow the approach described by Bucklew \cite[pp. 14–19]{Bucklew} for his statement of the Gartner–Ellis theorem. Define

\[
\phi_m(s) = \frac{1}{m} \log E_1 \{ \exp(s i_n(X^n, Y^n)) \}, \quad m = 0, 1
\]

where \( E_1 \) is expectation under \( P_{X \times Y} \), and \( E_0 \) is expectation under \( P_X \times P_Y \). Note that \( \phi_0, n(s) = \phi_0, n(s + 1) \).

**Assumption 3:** For each \( s \in \mathcal{R} \), the asymptotic log-moment-generating function defined as

\[
\bar{\phi}_1(s) = \lim_{n \to \infty} \phi_1, n(s)
\]

exists as an extended real number.

**Assumption 4:** Let \( \mathcal{D}_1^{\phi_1} = \{ s \mid \bar{\phi}_1(s) < \infty \} \). The function \( \bar{\phi}_1 \) is differentiable on \( \mathcal{D}_1^{\phi_1} \).

**Definition 2:** The rate function \( I_m \) is the Fenchel–Legendre transform of \( \bar{\phi}_m \)

\[
I_m(t) = \sup_s \{st - \bar{\phi}_m(s)\}, \quad m = 0, 1, t \in \mathcal{R}
\]

Let \( \mathcal{D}_i = \{ t \in \mathcal{R} \mid I_i(t) < \infty \} \).

For notational convenience, we denote the expected values under the two hypotheses as \( I_0 = -\overline{D}(P_X \times P_Y, P_{X \times Y}) \) and \( I_1 = \overline{D}(X; Y) \).

Since \( \phi_0, n(s + 1) = \phi_1, n(s) \), this relation is true in the limit, so \( \bar{\phi}_1(s + 1) = \bar{\phi}_1(s) \). Also, the domain of \( \bar{\phi}_0 \) is the domain of \( \bar{\phi}_1 \) shifted, \( \mathcal{D}_0^{\phi_1} = \{ s + 1 : s \in \mathcal{D}_0^{\phi_0} \} \). This implies that the rate function \( I_0(t) \) is related to \( I_1(t) \) by

\[
I_1(t) = \sup_s \{st - \bar{\phi}_1(s)\} = \sup_s \{st - \bar{\phi}_0(s + 1)\} = \sup_s \{st - t\} = I_0(t) + t.
\]

From this, we can conclude that \( \mathcal{D}_0^{\phi_1} = \mathcal{D}_1^{\phi_1} \).

Since any rate function equals zero at the mean of the corresponding random variable, \( I_0(L_0) = 0 \) and \( I_1(L_1) = 0 \). Then we have \( L_0 \in \mathcal{D}_0^{\phi_1} \) and \( L_1 \in \mathcal{D}_1^{\phi_1} \), so \( [L_0, L_1] \subset \mathcal{D}_1^{\phi_1} \).

**Theorem 3 (Gartner–Ellis):** Under Assumption 3, if \( [a, b] \cap \mathcal{D}_1^{\phi_1} \neq \emptyset \), then

\[
\lim \sup_{n \to \infty} \frac{1}{n} \log P_m \{ i_n(X^n, Y^n) \in [a, b] \} \leq -\inf_{t \in [a, b]} I_m(t).
\]

Under Assumptions 3 and 4, if \( (a, b) \subset \mathcal{D}_1^{\phi_1} \), then

\[
\lim \inf_{n \to \infty} \frac{1}{n} \log P_m \{ i_n(X^n, Y^n) \in (a, b) \} \geq -\inf_{t \in (a, b)} I_m(t).
\]

The proof is given in \cite[pp. 14–19]{Gray}.

Consider \( [a, b] \subset [L_0, L_1] \). The continuity and convexity of the rate functions on their domains implies that

\[
\inf_{t \in [a, b]} I_0(t) = \inf_{t \in [a, b]} I_0(t) = I_0(a)
\]

and

\[
\inf_{t \in [a, b]} I_1(t) = \inf_{t \in [a, b]} I_1(t) = I_1(b).
\]
If the conditions of Theorem 1 and 2 hold, then the exponential rate of a Neyman–Pearson detector can be determined. Suppose that the interval $[-\overline{\mathcal{T}}(P_X \times P_Y \| P_{X,Y})$, $\mathcal{T}(X;Y)]$ is partitioned into two disjoint subintervals, that is,

$$[-\overline{\mathcal{T}}(P_X \times P_Y \| P_{X,Y}), \gamma] \cup [\gamma, \overline{\mathcal{T}}(X;Y)]$$

$$= [-\overline{\mathcal{T}}(P_X \times P_Y \| P_{X,Y}), \mathcal{T}(X;Y)].$$

Define a region

$$A_n = \{(x^n, y^n) : i_n(x^n, y^n) > \gamma\}.$$

**Lemma 1 (Stein):** Let $A_n$ be an acceptance region for the hypothesis $H_1$ and assume that the conditions of Theorems 1 and 2 hold. Let $\alpha_n = \beta_n \{ A_n \}$, $\beta_n = P_r \{ A_n \}$ be the probabilities of error under $H_0$ and $H_1$, respectively. Denote by $\beta_n$ the minimum probability of error under $H_1$, under the constraint that $\alpha_n < \epsilon$, $0 < \epsilon < 0.5$. Then

$$\lim_{n \to 0} \lim_{n \to \infty} \frac{1}{n} \log \beta_n = -\overline{\mathcal{T}}(P_X \times P_Y \| P_{X,Y}).$$

Similarly, under the constraint that $\beta_n < \epsilon$, $0 < \epsilon < 0.5$, the asymptotic rate of the minimum probability of error $\alpha_n$ is given by

$$\lim_{n \to 0} \lim_{n \to \infty} \frac{1}{n} \log \alpha_n = -\overline{\mathcal{T}}(X;Y).$$

The proof is similar to the proof of Stein’s lemma given in [16, pp. 309–311].

Now suppose that for all $n$, $P_{X,Y|n}$ has a density function. Following the arguments from [9, Ch. 8], for the hypothesis testing problem, for any number of samples $n$, the probability density functions minimizing error exponents for the “false alarm” and “miss” probabilities are the tilted density functions

$$q_{s,n}(x^n, y^n) = p(x^n, y^n) e^{s \log \frac{P(x^n, y^n)}{P(x^n, y^n)}}$$

$$0 \leq s \leq 1$$

$$\pi_{s,n}(x^n, y^n) = p(x^n) e^{s \log \frac{P(x^n)}{P(x^n)}}$$

and the error-exponents are

$$(1/n)D(Q_{s,n}, P_{X,Y|n}) \quad \text{and} \quad (1/n)D(\Pi_{s,n}, P_{X,Y} \times P_{Y|n})$$

where $Q_{s,n}$ and $\Pi_{s,n}$ are the tilted distribution functions.

Since the Gartner–Elliis theorem provides conditions for the existence of the large deviation rate functions

$$\lim_{n \to \infty} \frac{1}{n} D(Q_{s,n}, P_{X,Y|n}) = I_1(t_1, s)$$

$$\lim_{n \to \infty} \frac{1}{n} D(\Pi_{s,n}, P_{X,Y} \times P_{Y|n}) = I_0(t_0, s)$$

where

$$t_0, s = \frac{d\overline{\mathcal{S}}_{n}(s)}{ds} = \lim_{n \to \infty} E_{\phi_{n}} \{ i_n(X^n, Y^n) \}$$

$$t_1, s = \frac{d\overline{\mathcal{T}}_{n}(s)}{ds} = \lim_{n \to \infty} E_{\phi_{n}} \{ i_n(X^n, Y^n) \}.$$

In the simplest case, the entries of $X^n$ and $Y^n$ are i.i.d. In that case, assuming that $P_{X,Y|n}$ has a density function $p(x, y)$, the quantities defined here do not depend on $n$. In particular, $\phi_{n}(s) = \overline{\phi}_{1}(s)$ for all $n$, and

$$\overline{\phi}(s) \propto \log \int p(x, y) e^{s \log \frac{p(x, y)}{P(x, y)}} dx dy.$$

The expectations $\overline{\mathcal{T}}(X; Y)$ and $\overline{\mathcal{D}}(P_X \times P_Y, P_{X,Y})$ are given directly in terms of the densities, with

$$\overline{\mathcal{D}}(P_X \times P_Y, P_{X,Y}) = \int p(x)p(y) \log \frac{p(x)p(y)}{p(x, y)} dx dy.$$

III. GAUSSIAN CASE

Often, physical processes are well-modeled by Gaussian distributions, particularly when the data arise from a sum of contributions of a large number of particles. If the particles are fixed, then the sum of their contributions is constant over time. Often the measurement process has noise in it, which is modeled as additive noise in this section. Then the data consist of a linear combination of a Gaussian distributed random signature and Gaussian noise. The binary hypothesis test for this physical signature authentication problem reduces to a decision of whether the realizations of the random signature are identical.

Let the signature process $\{Z_k\}$ and noise processes $\{W_{1k}\}$ and $\{W_{2k}\}$ be zero-mean, stationary Gaussian random processes with real power spectra $S_Z(\lambda)$, $S_1(\lambda)$, and $S_2(\lambda)$, respectively. Two observations are available

$$X_k = Z_{1k} + W_{1k}, \quad k = 1, 2, \ldots, n$$

$$Y_k = Z_{2k} + W_{2k}, \quad k = 1, 2, \ldots, n.$$

**Assumption 5:** $S_Z(\lambda)$, $S_1(\lambda)$, and $S_2(\lambda)$ are real, bounded, and Riemann integrable, and $S_1(\lambda)$ and $S_2(\lambda)$ are positive for all $\lambda$.

The two hypotheses in the detection problem are as follows. Hypothesis $H_1$, in which $Z_{2k} = Z_{1k}$ for all $k$, that is, the two signature process realizations are the same; Hypothesis $H_0$, in which $Z_2$ and $Z_1$ are i.i.d. realizations of the signature process. Denote the $n \times n$ Toeplitz covariance matrix corresponding to $n$ consecutive observations of a random process, parameterized by the power spectrum $S(\lambda)$, by $K_{n}(S)$.

The information density is then

$$i_n(X^n, Y^n) = -\frac{1}{2n} \log \det \left[R_1^{-1} - R_0^{-1}\right] \left[X^{nT}, Y^{nT}\right]^T$$

where $R_1$ and $R_0$ are the covariance matrices under the hypotheses $H_1$ and $H_0$, respectively.

$$R_0 = \begin{bmatrix} K_n(S_Z + S_1) & 0 \\ 0 & K_n(S_Z + S_2) \end{bmatrix}$$

$$R_1 = \begin{bmatrix} K_n(S_Z + S_1) & K_n(S_Z) \\ K_n(S_Z) & K_n(S_Z + S_2) \end{bmatrix}.$$

Under hypothesis $H_1$, $X^n$ and $Y^n$ are correlated since the signature process realizations are identical. Under hypothesis $H_0$, $X^n$ and $Y^n$ are independent with the same marginal distributions as under hypothesis $H_1$.

Before we place the results in the context of the Gartner–Elliis theorem, we find the asymptotic log-moment-generating functions for the random variable $i_n(X^n, Y^n)$.

**Lemma 2:** The asymptotic log-moment-generating functions, defined as

$$\overline{\mathcal{S}}_{n}(s) = \lim_{n \to \infty} \frac{1}{n} \log E_n \left[ e^{s \mathcal{R}(X^n, Y^n)} \right], \quad m = 0, 1 \quad (25)$$

are equal to

$$\overline{\mathcal{S}}_{n}(s) = -\frac{1}{4\pi} \int_{-\infty}^{\infty} \log \left(1 - s^2 \hat{f}(\lambda)\right) d\lambda - \frac{a}{4\pi} \int_{-\infty}^{\infty} \log \left(1 - \hat{f}(\lambda)\right) d\lambda$$

and

$$\overline{\mathcal{S}}_{0}(s + 1) = \overline{\mathcal{S}}_{1}(s) \quad (27)$$
where
\[
\tilde{f}(\lambda) = \frac{S_Z^2(\lambda)}{(S_Z(\lambda) + S_1(\lambda))(S_Z(\lambda) + S_2(\lambda))}.
\] (28)

The proof is given in Appendix B and is based on standard results from the asymptotics of Toeplitz matrices (see, for example, [4]–[6]). Note that \( \tilde{f} \) determines the performance. It is dependent on the signal-to-noise ratio (SNR) of each of the signals, and is a function of frequency. For high SNRs, \( \tilde{f} \) is close to one. For low SNRs, \( \tilde{f} \) is close to zero.

**Comment 1:** Under Assumption 5, then Assumptions 1, 3, and 4 hold, and so Theorems 1 and 3 and Lemma 1 are valid for the Gaussian case. While it is difficult to show that Assumption 2 holds, the results stated in Theorem 2 follow from the results of Gray [6].

**Comment 2:** Under Assumption 5, each of the processes \( \{X_n\} \) and \( \{Y_n\} \) satisfies the finite-gap information property (see Appendix C for a proof).

Under Assumption 5, we can obtain closed-form expressions for \( L_0 \) and \( L_1 \), the asymptotic expectations of the information density under the hypotheses \( H_0 \) and \( H_1 \), respectively. \( L_1 \), the mutual information rate, is given by
\[
L_1 = \lim_{n \to \infty} \left\{ -\frac{1}{2n} \text{Tr} \left( R_1^{-1} - R_0^{-1} \right) R_1 \right\} - \frac{1}{2n} \log \det \left( R_0^{-1} R_1 \right) = \lim_{n \to \infty} \frac{1}{2n} \log \det \left( R_0^{-1} R_1 \right)
= \frac{1}{4\pi} \int_{-\pi}^{\pi} \log \left( 1 - \tilde{f}(\lambda) \right) d\lambda.
\] (29)

and \( L_0 \), the negative sub-relative entropy rate, is given by
\[
L_0 = \frac{1}{4\pi} \int_{-\pi}^{\pi} \frac{2\tilde{f}(\lambda)}{1 - \tilde{f}(\lambda)} d\lambda = \frac{1}{4\pi} \int_{-\pi}^{\pi} \log \left( 1 - \tilde{f}(\lambda) \right) d\lambda.
\] (30)

From Lemma 2, we have explicit expressions for the log-moment-generating functions \( \tilde{\sigma}_m'(s) \), \( m = 0, 1 \) given by (26) and (27). Now we can substitute these expressions into (12) to obtain
\[
I_1(t) = \sup_s \left\{ st + \frac{1}{4\pi} \int_{-\pi}^{\pi} \log \left( 1 - s^2 \tilde{f}(\lambda) \right) d\lambda \right\}
+ \frac{a}{4\pi} \int_{-\pi}^{\pi} \log \left( 1 - \tilde{f}(\lambda) \right) d\lambda
\]

and
\[
I_0(t) = I_1(t) + t.
\]

The functions \( I_1(t) \) and \( I_0(t) \) are convex functions with their minima equal to zero achieved at \( t = L_1 \) and \( t = L_0 \), respectively.

**IV. EXAMPLE**

In this section, we examine the effects of varying two parameters. Suppose that the random signature, modeled as a white Gaussian noise process, is filtered by an ideal low-pass filter. From the form of \( \tilde{f} \), if the two observations have different cutoff frequencies, the lower of the two determines performance. Suppose this lower cutoff frequency is \( a \), where \( 0 < a \leq \pi \). Also, suppose that the two noise levels are constant in the passband of the low-pass filter. Then, the parameter \( \tilde{f} \) is constant in this band. The two parameters varied are \( a \) and the constant value of \( \tilde{f} \).

In order to compare performance, the threshold used must vary with the SNR parameter value and with the cutoff frequency. Let \( L_1(\tilde{f}, a) \) and \( L_0(\tilde{f}, a) \) be the asymptotic expected values of \( \tilde{r}_n(X^n, Y^n) \) under hypotheses \( H_1 \) and \( H_0 \), respectively, as functions of \( \tilde{f} \) and \( a \). From (29) and (30), these functions are linear in \( a \). Shown in Fig. 1 are plots of the values of \( L_1 \) and \( L_0 \) versus \( \tilde{f} \) for a specific value of \( a = 0.5 \pi \), and a plot of \( L(\tilde{f}) = L_1 - 0.1(1 - L_0) \). We use \( L(\tilde{f}) \) as our threshold. Fig. 2 then shows three plots of the rate function \( I_1(t) \) evaluated at \( L(\tilde{f}) \) versus \( \tilde{f} \), for \( a = 0.1 \pi, 0.5 \pi \), and \( 0.9 \pi \). Note that the rate function increases with \( a \) and with \( \tilde{f} \), as expected. Also, note that the performance approaches being perfect as \( \tilde{f} \) increases to one. Plots of \( I_1(t) \) and \( I_0(t) \) as functions of the parameter \( t \) for the case \( a = 0.9 \pi \) and \( \tilde{f} = 0.7 \) are presented in Fig. 3.
Fig. 4. Rate functions $I_1$ and $I_0$ for $p = 0.1$.

V. BINARY CASE

For a binary case, we assume the same additive model as in the Gaussian case. Thus, the two available observations are given by (21) and (22) with $X_k$, $Y_k$, $Z_{ik}$, and $W_{ik}$, $i = 1, 2$ being binary-valued, with all additions performed modulo 2. For Bernoulli (1/2) entries of $Z_{ik}$ and Bernoulli ($p$) entries of $W_{ik}$, we obtain

$$i_n(X^n, Y^n) = \frac{1}{n} \sum_{k=1}^{n} \left( 1 + \Phi(X_k = Y_k) \log q + \Phi(X_k \neq Y_k) \log (1 - q) \right)$$

where $q = p^2 + (1 - p)^2$, and $\Phi(\cdot)$ is an indicator function that equals one if its argument is true. In this case,

$$\mathcal{I}(X; Y) = 1 - H(q)$$

and

$$\mathcal{D}(P_X \times P_Y, P_{X,Y}) = -1/2 \log (2q(1 - q)).$$

The asymptotic log-moment-generating function is given by the following expressions:

$$\bar{\phi}_i(s) = s + \log \left( q^{s+1} + (1 - q)^{s+1} \right)$$

under hypothesis $H_1$ and

$$\bar{\phi}_0(s) = (s - 1) + \log \left( q^s + (1 - q)^s \right)$$

under the hypothesis $H_0$.

Similar to the Gaussian example, we find the explicit expressions for the large deviation rate functions under both hypotheses

$$I_i(t) = s_i t - s_1 \log \left( q^{s_1+1} + (1 - q)^{s_1+1} \right)$$

where $s_1$ is the optimal parameter $s$ given by

$$s_1 = -1 + \frac{1}{\log \left( \frac{1}{2q} \right)} \log \frac{(t - 1 - \log q)}{\log(1 - q) - (t - 1)}$$

and $I_0(t) = I_1(t) + t$. Plots of the rate functions for the case $p = 0.1$ are given in Fig. 4.

VI. CONCLUSION

This correspondence describes a framework for determining the performance of physical signature authentication based on likelihood models. The hypothesis-testing approach yields the information density as the test statistic for deciding if two realizations of a random process are independent. Under the hypothesis that the realizations are dependent, the information density converges to the sup mutual information rate between the observations. Under the independence hypothesis, the information density converges to the negative sup-relative entropy rate between the product and the joint distributions. Conditions are given under which the convergence rates are exponential, and rate functions are derived. In the Gaussian case, the data are modeled as signature plus noise, the power spectra of the signature and noise processes determine the rate functions, and explicit formulas for log-moment-generating functions and rate functions are derived. Plots of the rate functions are shown when the signal processes are low-pass. A simple binary example is also discussed.

The results rely on models for the data. For many anticipated applications, the derivation of these models may be the most challenging aspect. For example, in biometric applications, stochastic models for the biometric features being measured are required. In magnetic medium authentication, explicit stochastic micromagnetic models for the medium must be used. Typically, present implementations use suboptimal, nonparametric test statistics such as the correlation coefficient between the candidate signature presented for authentication and the previous signature measurement [8]. Much work remains in quantifying the performance loss in using a suboptimal approach.

APPENDIX A

PROOF OF THEOREM 2

For the proof of the theorem, let $P_{X,Y}^{(K)}$ be the $K$th-order Markov approximation to the stationary distribution $P_{X,Y}$, and, thus, a $K$-step Markov source.

From the statement of the theorem, $P_{X,Y}^{(K)} \Rightarrow P_{X,Y}$, for all $n$. This ensures that the density

$$f_{X,Y}(x^n, y^n) = \frac{dP_{X,Y}}{dP_{X,Y}^{(K)}}$$

is well-defined and by [3, Theorem 8.2.1] has a limit

$$\lim_{n \to \infty} \frac{1}{n} \log f_{X,Y}(x^n, y^n) = \Pi_{p_X \times p_Y}(X, Y)$$

where

$$X_{-1} = (X_{-1}, X_{-2}, \ldots) \quad \text{and} \quad Y_{-1} = (Y_{-1}, Y_{-2}, \ldots)$$

and $\Pi_{\cdot \cdot \cdot}$ is a notation for the relative entropy between two distributions.

If $i_n(X^n, Y^n)$ is finite for any $n$, the chain rule for densities is applied

$$i_n(X^n, Y^n) = \frac{1}{n} \log f_{X,Y}(x^n, y^n) - \frac{1}{n} \log \frac{dP_{X,Y}^{(K)}}{dP_{X,Y}}$$

$$= -\Pi_{p_X \times p_Y}(X, Y) - \eta^{(K)}$$

where

$$X_{-1} = (x_{-1}, x_{-2}, \ldots) \quad \text{and} \quad Y_{-1} = (y_{-1}, y_{-2}, \ldots)$$

and $\Pi_{\cdot \cdot \cdot}$ is a notation for the relative entropy between two distributions.

APPENDIX B

PROOF OF LEMMA 2

Consider the log-moment-generating function of the random variable $i_n(X^n, Y^n)$

$$\phi_m(s, n) = \frac{1}{n} \log E_m \left[ e^{s_i n_i(X^n, Y^n)} \right], \quad m = 0, 1$$

(33)
Substituting (23) into (33) and taking the expectation, one obtains
\[
\phi_{m, n}(s) = -\frac{1}{2n} \log \det [s R_m (R_1^{-1} - R_0^{-1}) + I] \\
- \frac{s}{2n} \log \det [R_1 R_0^{-1}], \quad m = 0, 1
\] (34)
where \( R_1 \) and \( R_0 \) are given by (24).

Under hypothesis \( H_1 \)
\[
\phi_{1, n}(s) = -\frac{1}{2n} \log \det [(s + 1) I - s R_1 R_0^{-1}] \\
- \frac{s}{2n} \log \det [R_1 R_0^{-1}] \\
= -\frac{1}{2n} \log \det [I_n - s^2 K_n (S_Z) [K_n (S_Z) + K_n (S_1)]^{-1} \\
\cdot K_n (S_Z) [K_n (S_Z) + K_n (S_1)]^{-1}] \\
- \frac{s}{2n} \log \det [I_n - s K_n (S_Z) [K_n (S_Z) + K_n (S_1)]^{-1} \\
\cdot K_n (S_Z) [K_n (S_Z) + K_n (S_1)]^{-1}].
\] (35)
Consider the product of the matrices
\[
K_n (S_Z) [K_n (S_Z) + K_n (S_1)]^{-1} K_n (S_Z) [K_n (S_Z) + K_n (S_2)]^{-1},
\]
where \( K_n^{1/2} (S_Z) \) is a lower-triangular matrix and \( K_n^{1/2} (S_Z) \) is its conjugate transpose. Then (35) can be rewritten as
\[
K_n^{1/2} (S_Z) [I_n + K_n^{1/2} (S_Z) K_n (S_1) K_n^{1/2} (S_Z)]^{-1} \\
\cdot [I_n + K_n^{1/2} (S_Z) K_n (S_2) K_n^{1/2} (S_Z)]^{-1} K_n^{1/2} (S_Z).
\] (36)

In the square brackets, are Hermitian matrices. After substituting the above expression into the last term of \( \phi_{1, n}(s) \), we obtain
\[
-\frac{s}{2n} \log \det [I_n - [I_n + K_n^{1/2} (S_Z) K_n (S_1) K_n^{1/2} (S_Z)]^{-1} \\
\cdot [I_n + K_n^{1/2} (S_Z) K_n (S_2) K_n^{1/2} (S_Z)]^{-1}] \\
\cdot [I_n + K_n^{1/2} (S_Z) K_n (S_2) K_n^{1/2} (S_Z)]^{-1}. \] (37)

By [6, Theorems 4.3, 4.4] of Gray and Assumption 5, the matrix in the outer square brackets in (36) is asymptotically equivalent to the matrix
\[
C_n \left( 1 - \frac{S_S^2}{(S_Z + S_1)(S_Z + S_2)} \right).
\]
where \( C_n \) is the notation for a circumulant matrix. Then
\[
\lim_{n \to \infty} \left( -\frac{1}{2n} \log \det [(s + 1) I - s R_1 R_0^{-1}] - \frac{s}{2n} \log \det [R_1 R_0^{-1}] \right) \\
= -\frac{1}{4 \pi} \int_{-\infty}^{\infty} \log (1 - s^2 f(\lambda)) d\lambda - \frac{s}{4 \pi} \int_{-\infty}^{\infty} \log (1 - f(\lambda)) d\lambda.
\] (38)

\textbf{APPENDIX C}

\textbf{PROOF OF LEMMA 3}

One can easily verify that under Assumption 5, the pair random process \( \{X_n, Y_n\} \) is stationary and ergodic with \( P_{X_n Y_n} \) and \( P_{X_n} \) being mutually absolutely continuous for each \( n \), and that Assumptions 3 and 4 hold. In this appendix, we show that the finite-gap information property is satisfied for the Gaussian stationary processes \( \{X_n\} \) and \( \{Y_n\} \).

By the property of mutual information
\[
I(X_{k+1}; X^{-k} | X^{-k}) = -h(X_{k+1} | X^{-k}, X^{k}) + h(X_{k+1} | X^{k}).
\] (37)
The first term in (37) is the differential entropy rate for the stationary Gaussian process and is equal to
\[
h(X_{k+1} | X^{-k}, X^{k}) = \frac{1}{2} \log 2 \pi e + \frac{1}{4 \pi} \int_{-\infty}^{\infty} \log (S_Z(\lambda) + S_1(\lambda)) d\lambda.
\]
The last term in (37) is bounded as
\[
h(X_{k+1} | X^{k}) \leq h(X_{k+1}) = \frac{1}{2} + \frac{1}{2} \log \left( \int_{-\infty}^{\infty} (S_Z(\lambda) + S_1(\lambda)) d\lambda \right).
\] (38)

Therefore, the conditional mutual information (37) is finite for every \( k \geq 1 \), and the finite-gap information property is satisfied.

\textbf{REFERENCES}


